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EXECUTIVE SUMMARY 
1. INTRODUCTION 

The aim of this deliverable is to build a conceptual framework for database interfaces for 

relevant information in MIND STEP. The purpose is to give a guide for interface development, 

which is setup such that i) it integrates data from multiple heterogeneous sources at flexible 

geographic and regional scales and ii) that it supports analytical reporting and allow structured 

and/or ad hoc queries. The approach of the deliverable is to review exiting approaches in the 

field of 1) harmonized databases for socio-economic micro data 2) exiting geo-reference and 

geo-spatial databases, like, IACS reporting and monitoring system for agricultural subsidies 

and remote sensing-based products as well as the AgroDataCube and 3) exiting databases and 

data interfaces for already established models. Based on that we propose a concept, by 

summarizing the requirements for the project and deriving suitable interface solution. This 

concept is then used to build different interfaces, delivered in D2.4, and documented using, 

so called, άuse casesέ in Chapter 3. 

2. REVIEW 

3. Chapter: 2.1. Review of socio-economic databases and interfaces for IDM modelling 

We discuss mainly socio-economic database interfaces for the farm data accounting data 

network (FADN) and the farm structure survey (FSS). The interfaces so far have been 

developed at ad-hoc basis and have not been made so far available to other potential users 

via clearly defined channels like GITHUB, GITLAB or SVN. In addition, missing documentation 

made it hard or impossible to adjust for the purpose of other research projects. Also, a list of 

use cases, which document how to use and apply the interface were missing. Another problem 

identified in the review was that when financial support ended, and confidential data had to 

be deleted, the maintenance of the interfaces could not be continued.  Given that a micro 

data access to EU wide FSS data of EUROSTAT is still in an earlier phase we decided to first 

develop a micro data interface to the FADN data, building on the interfaces developed for 

IFM-CAP. The interface was tested with the FADN data provided in April 2021. However, to 

also prepare for the work of micro FSS data we build a prototype for micro FSS data from the 

national data provider in Germany, for which THÜNEN has access. 

4. Chapter: 2.2. Review of bio-physical and environmental impact relevant data at high 
resolution and related interfaces for IDM modelling  

For the review of bio-physical and environmental impact relevant data at high resolution we 
first discuss exiting EU-wide geo databases potentially relevant for IDM modelling and provide 
references and interfaces where accessible. We discuss the Integrated Administration and Control 
System of the EU for the CAP and the terms of condition to use it for IDM development. The 2013 
CAP reform made it compulsory to use this Land Parcel Identification System (LPIS) together 
with a Geospatial Aid Application (GSAA) as components of the paying agencies integrated 
administrative and control systems (IACS), introduced progressively from 2015 to enhance 
checks of aid applications. IACS can be a valuable resource for analysing the structure and the 
land use of certain region at the parcel level and hence also a valuable source to parameterize 
farm level model. As the access is quite restrictive and organised at regional administrative 
level of the single member states but make the data public, we included a table summarizes 
sources freely available for download. In addition, we discussed remote sensing data 
nowadays freely available. The new imaging technologies with the EU-owned Copernicus 
Sentinel satellites, known as Sentinels, had become a new source of data for monitoring the 
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Common Agricultural Policy and hence also for IDM modelling because automated processing 
of time series throughout the growing season makes it possible to identify crops and monitor 
certain agricultural practices on individual parcels or even at higher resolution (10x10 meters) 
EU-wide (Devos, 2017,2018a,2018b). Although the Commission promoted the technology 
through many conferences and workshops in 2019 only 15 out of 66 paying agencies used the 
Copernicus Sentinel to check aid applications and an audit of the Commission revealed that 
many paying agencies consider that there are obstacles to wider use of the new technologies 
(ECA, 2020). Currently more and more products, like crop maps and moving events at larger 
regional scale and continuedly updated are available also for parameterization. As so far, no 
EU-wide products are currently available, but under development, using the interfaces and 
packages from Sen4CAP1 we focus on the application and use of a national development of 
the Netherland, named the green monitor, which was later integrated in the AgroDataCube. 

The Green Monitor data platform (www.groenmonitor.nl) started in 2012 to map the 
Netherlands with high resolution satellite imagery. The Green Monitor is developed as an 
easy-to-use webtool for visualization and interpretation of time series of NDVI satellite images 
covering the Netherlands. The NDVI is a measure of the amount of green biomass. From 2016 
onwards the Green Monitor is collecting and processing high resolution imagery from 
Sentinel-2 and Landsat satellites. Here interesting for IDM-modelling is the product on the 
growing season of the crop. In case of grassland the derived markers are the number of 
mowing cuts, the date of first, second and later mowing events, the grass ploughing and 
renewal and a yield indicator. In 2018, version 2 of the AgroDataCube has been developed. 
Through integration with Green Monitor, the AgroDataCube now also provides a remote 
sensing-based vegetation index (NDVI) at sub-parcel resolution. Such vegetation indices are 
used for research, e.g., crop modelling and yield forecasting, by farmers to monitor the 
development of their crops, or to monitor agricultural practice, e.g., complying with CAP 
regulations. The AgroDataCube functions as a hub that brings together these heterogeneous 
data streams, enriches them, adding in-house analytics, and publishes the result as 
harmonized, up-to-date, standardized datasets accessible through an open REST API 
(agrodatacube.wur.nl). The deliverable reviews the current approach and is an interesting 
application also with respect to the technical implementation via a REST API.  

5. Review interfaces for IDM modelling to existing and established modelling databases 

Besides the micro economic data bases and geo-spatial data, a large pool of interesting 
information for IDM modelling is provided in the databases developed for existing modelling 
platforms like Magnet, GLOBIOM and CAPRI. 

We first review the interfaces development of the Global Biosphere Management Model 
(GLOBIOM), which has been developed and used by the International Institute for Applied 
Systems Analysis (IIASA) since the late 2000s. Through stages of filtering and aggregation, the 
output data is distributed across a series of GAMS parameters that are the representational 
near equivalent of Python/R data frames as well as a series of supportive set definitions. To 
interface the GLOBIOM database a R routine have been developed, which allows GDX content 
to be explored, read, and written. On top of a GLOBIOM visualization interface is provided by 
the globiomvis R package. It supports analysis and generation of a variety of scenario plots. In 
addition, globiomvis enables creation of maps for the various regionally and spatially explicit 
representations of the model. In addition, and for an interactive exploration a graphical user 

interface (GIO) based on GGIG is available as an alternative way of performing analysis, 
visualization, and parameterizing and running the core version of the model.2 GGIG is Java-

 

1 http://esa-sen4cap.org/content/download-package-description 
2 https://github.com/iiasa/GLOBIOM_GUI 
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based and orchestrates numerous Java libraries that provide rich visualization and analytical 
functionality.  

Another example is the CAPRI data base. The CAPRI agricultural economic model has been 
developed since 1999 with the help of several EU research projects. The model supports the 
policy-making process by means of quantitative analyses of the EU Common Agricultural 
Policy (CAP) at global and regional levels. The aim is to estimate in advance the impact of 
agricultural policy decisions on production, income, trade, and the environment using the 
model. 

The interfaces to access the databases are currently based on a graphical user interface GGIG 
(Britz, 2014), like the way GLOBIOM assess the data.3 The GUI comprises a generic and 
powerful tool for exploitation, accessing and exporting of results. In addition to the GGIG there 
exists an interface to import the result database of CAPRI into Excel using an COM add for 
Excel based on the GDX API of GAMS and the MS .net framework and a R package interface 
to access the CAPRI database developed by Mihaly Himics. The R package reads GDX files and 
prepares figures and charts. It includes functions for processing, visualizing, and analysing 
both the model databases and simulation results. It has been designed to complement (rather 
than to replace) already existing GIGG for CAPRI.  

The MAGNET model is a global general equilibrium model. MAGNET is based on the LEITAP 
model which has been used extensively in policy analyses. MAGNET uses a series of additional 
databases. The database is constructed in several steps. A new concept has been developed 
for MAGNET output: writing MAGNET scenario results to the central Datawarehouse using 
SQL Server Integration services. The data is converted and processed and finally stored into 
the Data warehouse (DW). Finally, the data is accessible (authoring) using different 
applications like SQL, Power-BI, R, Python. One of the applications is Power BI with 
additionally PBI-report server. With this latest tool visualisations of project data can be made 
available for users/clients outside Wageningen Economic Research. However, these reports 
contain predefined figures and tables. Therefore, and already in development, is OData 
webservices is introduced with which users from outside Wageningen Economic Research can 
also query the data.  

6. Chapter 3 CONCEPTUAL AND TECHNICAL FRAMEWORK INTERFACE DEVELOPMENT 
 
API is the acronym for Application Programming Interface, which is a software intermediary 
that allows two applications to talk to each other. GUI, or UI, stands for Graphical User 
Interface. Modelling systems reviewed in Chapter 1 often using the graphical user interface, 
but it requires numerous and time-ŎƻƴǎǳƳƛƴƎ ƛƴǘŜǊŀŎǘƛƻƴǎΦ !ǎ ǎƻŦǘǿŀǊŜ ŘƻŜǎƴΩǘ ƴŜŜŘ ŀ 
graphical user interface to communicate software products can also exchange data and 
functionalities via machine-readable interfaces. R packages have been reviewed in Chapter 1, 
as an example of an API. A particular API which operates via the internet to communicate 
between application is the REST API. In Chapter 1 we have observed that the AgroDataCube, 
MAGNET with OData, but also the service to sentinel data uses API Rest technologies. 
However, it is somehow limiting for highly sensitive data like FADN.  
After two workshops we opted for the following API interface concept: As a graphical user 
interfaces are too restrictive and API in a classical form, programmed in .net, C++ or java 
requires IT knowledge, which is often not available amongst modellers in the field of 
agricultural economics, we identified R packages as the best alternative.  The programming 

 

3 https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf & https://www.ilr.uni-
bonn.de/em/rsrch/ggig/GGIG_programming_guide.pdf 

https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf
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language R is quite open and less restrictive, well-known, maybe also taught already at the 
university, free of charge, it runs cross platform and is easily applicable by learning from 
internet sources. It also provides the functionality to include Python. R also can be interlinked 
to GAMS, which was identified in WP7 as the main language for agricultural IDM modelling.  
With R packages we can account for different needs of groups involved in development, 
maintenance, and application of the interfaces. As example the developers of the interface, 
needs to have a shared distribution system to commonly develop and extent the interface and 
deploy. The user group will use the API in a more applicable way by loading the API and 
applying without any need of changing the function of the interface itself. With the package 
deployment in R this concept is easily applicable. For both clients a good documentation is 
required. To support the documentation process for the interface, it shall be to a certain 
extent generated in an automated way and build up on inline documentation. Besides the 
documentation of the interface also a use case documentation is of importance. The R-Mark 
down approach allows easily to compile use cases and make them in different formats 
available, as provided in the next Chapter. 
 

7. Chapter 4 DESCRIPTION OF THE DEVELOPED PROTOTYPE INTERAFCE VIA USE CASES 

In this Chapter the use cases are presented for five developed data interfaces based on the 
concept developer in Chapter 3. The first interface is the FADN data interface. To use the 
package, you can install it directly from R. The fadnUtils package facilitates the efficient 
handling of FADN data within the R language framework. This means that there is a specific 
temporal pattern of how a user interacts with the package. More specifically, after a request 
for FADN data in csv format. The first step is to import the data into an R-friendly format. In a 
next step you can convert the R in a human-readable file. In this file the user can define what 
columns to keep and what transformations or new calculations to make. Using a JSON file the 
raw can been converted into a structured human readable file, whereas the JSON file defines 
the rules how the raw that is modified. The use case provides then various examples of the 
powerfulness of using the fadnUtils package to perform data analysis on FADN data. In A 
second subsection we perform using the fadnUtils package basic analyses on the provide 
FADN data, e.g., analyse the number of countries and years - compare with the requested 
data, check the number of provided variables, check for missing variables, mean of all 
provided variables, number of sample farms or count the exit, stay and entry of farms for the 
years of identical farms. 

The second API is a FSS package and has the aim to provide functions to analyse German 
microςFarm Structure Survey (FSS) data. As of the end of April 2021 there are two functions 
so far implemented in this package. One converts the (usually in csv format) provided raw 
data into a Rdata file, which is easier and faster to handle in R. The second one is presented 
in this chapter and provides a fake data set to use and test some analysis before touching the 
real FSS data.  

One exception is the interface to management data. The parameterisation of the different 
technologies and investments is data demanding and require the knowledge of management 
data, technical coefficients usually collected by different players in the field and are not 
available in statistics such as FADN or FSS. Instead of providing an explicit API we provide a 
summary of information on accessibility of management data and their respective access 
policies. Various types of management handbook data that can be found in the case study 
regions are only available on paper and/or in their own language. Availability of the 
management handbooks in the different case study regions in MIND STEP and the possibility 
to use are summarised in this subsection. We identified 13 different sources for management 
data across the case study regions, covering operations investment machinery costs, biogas 
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Content of nutrient for feed and crop product, renewable resources used to produce bio-
based products and/or bioenergy, guide prices for new construction and reconstruction, of 
agricultural farm buildings and rural dwellings, agricultural machinery catalogue, investment 
costs, earnings and expense ratios, detailed gross margin and labour requirement calculations 
for a large number of conventional and organic arable and open-air vegetable crops, fixed 
costs for land, buildings, tractors, machinery, labour and hired labour and much more. For 
each of the identified sources the internet link is provided. We also provide an example how 
these is connected to the IDM model FARMDYN. 

Within the MIND STEP project, FARMDYN has been adopted for the Netherlands by using the 
Dutch version of FADN for general farm characteristics like endowments, yields, and cost 
structure. Further sources of information are the KWIN for management data as discussed in 
the previous section. However, detailed data on grassland activities is missing. A solution is 
the use of the Dutch AgroDataCube (ADC) database, which includes the timing of mowing 
events and indications of annual dry-matter yields. This permit deriving the grassland 
management tables required by FARMDYN. In this subsection we describe the structure of the 
used data and the processing steps required to align the AgroDataCube and BIN data to 
populate the grassland management attributes for the FARMDYN model. The use of satellite 
images from the AgroDataCube interface has proven to be very useful for deriving grassland-
related parameters for the FARMDYN model because it permits to distribute average farm-
level yields to several management systems, distinguished by the number of cuts.  

About half the models involved in MIND STEP use GAMS as the core language. Over half of the 
models use R as an additional scripting language or are even based on R. This, together with 
the capabilities offered by R and its package ecosystem, makes R the natural choice for 
implementing code that transforms, manipulates, and analyses data derived from models and 
for code that glues models together. In the last interface, we present how an R package can 
be used to extract GAMS data and making it available for processing in R, using GLOBIOM data 
as an example. Note that the discussed R processing methods are not unique to GAMS and 
can serve any model-derived data that can be represented as a data frame, hence also for 
CAPRI output. 

8. Chapter 5 CONCLUSION 
With this deliverable we also finish the prototype phase for the interface development in 
MIND STEP. We will review with the MIND STEP partners the current interfaces and define 
further adjustment. Besides, the following issues will be relevant for the finalisation: The FSS 
interface need to be adjusted to the micro FSS data from EUROSTAT. In addition, we will 
centralize all code developments on the GITLAB of IIASA, which was not operational for the 
prototypes. Further FadnUtils will be finalized such that the structured human readable file 
based on JSON fits to the requirements of the modelling teams in MIND STEP. The prototype 
for accessing GDX files using the example of GLOBIOM will be used, in combination with other 
already developed packages, to provide a comprehensive interface for the CAPRI data base. 
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1. INTRODUCTION 
The aim of this deliverable is to build a conceptual framework for database interfaces for relevant 
information in MIND STEP. It will allow an easier access to information for different IDM developments 
and farm modelling approaches. Given the independent existence and continuous changes of the 
database, including the increasing availability of high spatial and temporal resolution farm and 
biophysical data, we aim at building database specific interfaces instead of building one big database, 
to avoid the risk that the work is soon outdated and hence difficult to maintain. The purpose is to give 
a guide for interface development, which is setup such that i) it integrates data from multiple 
heterogeneous sources at flexible geographic and regional scales and ii) that it supports analytical 
reporting and allow structured and/or ad hoc queries. The guide for interface development is 
structures like the task included in the work package. Chapter 1 discusses potential databases and 
existing solution as a review. The first subchapter has a strong focus on EU and national wide 
harmonized databases for socio-economic micro data, which are based on farm surveys. It starts with 
a discussion about interfaces for FADN and FSS micro data. We examine under which circumstances 
FSS and FADN data has been made accessible to the research community. In addition, we review 
models which made intensive use of this data and describe the developed interface solutions. In this 
scope and although FSS and FADN include a lot of useful information some important information is 
not collected but needed to parameterize IDM models. This holds particular for production method 
and related technology information. Hence, we also review the accessibility of management handbook 
data and interfaces to be comprehensive. In a second subchapter we shortly review exiting geo-
reference and geo-spatial databases as LUCAS and CORINE used for describing the natural conditions 
of a farm. Further and initiated by the EU Common Agricultural Policy (CAP) we review the IACS 
reporting and monitoring system for agricultural subsidies. IACS includes at high-resolution payments 
and related farming activity across Europa partially at the parcel or plot level. Unfortunately, IACS is 
organized by each country in the EU and hence do not share the same technical and organisational 
systems. This and the high level of data confidentiality often restricts the use of IACS for research. But 
there are circumstances and countries, where such data are publicly accessible and part of a 
comprehensive geospatial database solution. AgroDataCube is one example which we review. In the 
last subsection of Chapter 1 we discuss exiting databases and data interfaces for already established 
models and their database. In Chapter 2 we develop from a technical point of view, what we 
understand as an interface and list and discuss desirable properties using the review as a starting 
point. Chapter 3 will then combine the conceptual approach of Chapter 2 using different use cases to 
build application programming interfaces. The work in WP 2 for interfaces is structures in a first phase 
prototype interfaces development and in a second phase to finalize the work. The code of the 
programming interfaces for the prototype are delivered D4.2. This structure allows a feedback with 
the partners of the consortium before finalising the interfaces. To streamline the discussion, we list 
potential further adjustments of the interfaces in Chapter 3 in the conclusions. 
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2. REVIEW 

2.1. Review of socio-economic databases and interfaces for IDM modelling  

{lead THÜNEN} 

The discussion in MIND STEP emphasised that access to agricultural micro data is of high relevance to 
develop IDM models, particular to increase the flexibility and to analyse distributions rather than 
average aggregated values. EUROSTAT has received farm structure survey micro data from the 
member states of the EU4 since 1990 (each 3-5 years with full surveys). A detained catalogue of 
variable and related meta data is available online5. From an email exchange with EUROSTAT6 , they 
confirmed that the Farm Structure Survey (FSS) micro data is now also accessible for research. The 
data is granted only for scientific purposes and when the organisation is accepted by the EU as a 
research entity7. To access the data there are two ways. The data can be partially anonymised or non-
ŀƴƻƴȅƳƛǎŜŘΦ ¢ƘŜ ƭŀǘǘŜǊ ƛǎ ƻƴƭȅ ŀŎŎŜǎǎƛōƭŜ ƛƴ 9ǳǊƻǎǘŀǘϥǎ Ϧ{ŀŦŜ ŎŜƴǘǊŜέ ƛƴ [ǳȄŜƳōƻǳǊƎΦ {ŎƛŜƴǘƛŦƛŎ ǳǎŜ ŦƛƭŜǎ 
(SUF) containing records on individual farms in such a way that the risk of identification of the farm is 
reduced, but the data has been modified. Such files are usually sent to the researchers on CDs or can 
be downloaded. The non-anonymised files are highly confidential and still a combination of some 
variables may lead to an identification of the surveyed farm. The potential results of the analysis at 
ǘƘŜ Ϧ{ŀŦŜ ŎŜƴǘǊŜέ ƛƴ [ǳȄŜƳōƻǳǊƎ ŀǊŜ ŎƻƴǘǊƻƭƭŜŘ ōȅ ǘƘŜ ǎǘŀŦŦ ƻŦ ǘƘŜ ǎǘŀǘƛǎǘƛŎŀƭ ƻŦŦƛŎŜ ōŜŦƻǊŜ ƛǘ ƛǎ 
published and provided to the researcher. 

In addition, there are public use files (PUF) anonymised in such that the respondent cannot be 
identified either directly or indirectly. PUF are not confidential and in principle public domain, 
however, due to extensive anonymisation they are not very useful for scientific purposes8 . 
Nevertheless, this file might be used as dummy data set for interface solutions. 

Another option to access the FSS micro data is offered via national data providers9. But this restricts 
the analysis to the national domain. The access condition varies amongst the national agencies. In 
some caseǎΣ ǘƘŜ ǊŜƎǳƭŀǘƛƻƴǎ ŀǊŜ ǎǘǊƛŎǘΣ ŀƴŘ ŀŎŎŜǎǎ ƛǎ ƻƴƭȅ ǇƻǎǎƛōƭŜ ƛƴ ǎƻ ŎŀƭƭŜŘ ά{ŀŦŜ ŎŜƴǘǊŜέΦ Lƴ ŀŘŘƛǘƛƻƴΣ 
the format, and items of the FSS catalogue can differ compared to the EU data format. A summary 
how the different countries do provide access to the micro data is unfortunately not available. 

The second micro database on economic performance in the agricultural domain is the farm 
accountancy data network (FADN)10. It monitors farm' income and business activities. It is also an 
important informative source for understanding the impact of the measures taken under the CAP. 
FADN is the only survey of microeconomic data based on harmonised bookkeeping principles across 
Europe. All relevant documents and information on FADN are accessible in CIRCABC in a public domain 
area11 . As bookkeeping principles are evolving the documentations also changes. The newest 
document for the description of the catalogue of variables was provided in May 2020 for the farm 

 

4 In 2010 a special survey, the Survey on agricultural production methods (SAPM) was carried out. SAPM was carried out together with the 
2010 census in some countries, whereas in other countries SAPM was carried out as a sample survey and data were linked to data of the 
census at the level of the individual holding to enable cross comparisons of variables collected in both SAPM and the census 
(https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Survey_on_agricultural_production_methods_(SAPM)). See 
also https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A32008R1166. To the knowledge of the authors the data is available at 
national data providers, at least in Germany, but not at EU level.  
5 https://ec.europa.eu/eurostat/cache/metadata/en/ef_esms.htm 
6 25/02/2021 information received from ESTAT-Microdata-access@ec.europa.eu 
7 https://ec.europa.eu/eurostat/documents/203647/11490892/FSS_anonymisation.pdf/be9e69c2-554f-191d-ace6-af0e03fdb231 
8 https://ec.europa.eu/eurostat/web/microdata/public-microdata 
9 http://www.forschungsdatenzentrum.de/en/latest-news 
10 The Farm Return is specified in Commission Regulation (EEC) No 2237/77 of 23 September 1977 and subsequent amendments until the 
year 2008 accounting included, then in Regulation (EC) 868/2008 from the financial year 2009. 
11https://circabc.europa.eu/ui/group/880bbb5b-abc9-4c4c-9259-5c58867c27f5/library/34866b54-76e8-4984-9eea-
5aad44e3ffa7?p=1&n=10&sort=versionLabel_ASC 

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=CELEX%3A32008R1166
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return in 2019 but also older versions are available. For MIND STEP we applied for data until 2017/18. 
At this location document for the methodology can be downloaded. Like FSS the Commission does not 
directly collect data itself. This is the responsibility of a Liaison Agency in each Member State. To 
ensure that this sample reflects the heterogeneity of farming it is stratify by three criteria: region, 
economic size and type of farming. Farms are selected in the sample according to a selection plan that 
assures its representativity of the farm population, represented by FSS. FADN adopts an approach by 
including only farms deemed to be commercial above a cut-off limits, measured in economic size. An 
extrapolation factor (weight) is calculated for each surveyed farm. In addition, standard results are a 
set of indicators, calculated from the catalogue and are available for download from CIRCABC. They 
describe the economic situation of farmers by different groups and regions. Data at the level of 
individual farms are normally not released outside the Directorate General for Agriculture of the 
Commission, exception are granted for research projects. The FADN survey catalogue are extracted 
from inventory, cash book or journal kept by the farmer or field officer and are grouped into 13 
tables12. Compared to FSS, which consists of structural information for all farms in the, FADN consists 
of bookkeeping data for a subset of farms. The data is collected for each year.  

There are two main models in the EU which make intensive use of FSS and FADN at different 
aggregations. With the availability of adaptable aggregated data from the farm accountancy data 
network (FADN) and aggregated data the farm structure surveys (FSS) the farm type module for 
Common Agricultural Policy Regionalized Impact model (CAPRI-FT) was developed (Britz and Witzke 
2014, Gocht and Britz 2011). A higher resolution of the supply model has been achieved by defining 
farm types, which in turn are represented by a nonlinear programming model that captures all 
activities associated with the farms of a certain typology in a specific region. The CAPRI-FT share the 
same model template (economic modelling assumptions) across regions, only the parameterization 
differs. The model comprises about 2,900 farm types in the EU. Each is characterised by its 
ǎǇŜŎƛŀƭƛǎŀǘƛƻƴ ŀƴŘ ŜŎƻƴƻƳƛŎ ǎƛȊŜΦ ¢ƻ ǇŀǊŀƳŜǘŜǊƛȊŜ ǘƘŜ ƳƻŘŜƭΩǎ ƛƴǘŜǊŦŀŎŜǎ ǘƻ ǘƘǊŜŜ Ƴŀƛƴ Řŀǘŀ ǎƻǳǊŎŜǎ 
has been established in a java-based program13: to a comprehensive aggregated data set from the 
Farm Structure Survey (FSS)14 (cropping hectares, animal herds) by type and economic size and Nuts2 
region, aggreged FADN15 data for yields and costs of particular by type, size and Nuts2. Contrary to 
the CAPR-FT, where the main data source was FSS the IFM-CAP model further increased the resolution 
by building a strong link to the micro data of FADN. This was possible as IFM-CAP is an EU-inhouse JRC 
development with access to micro level FADN data (Louhichi et al. 2015, Louhichi, Espinosa, et al. 
2018). The research group of IFM-CAP used in the first version the java interface also used by CAPRI-
FT to covert the data into a GAMS readable format. This recently changed and a new interface realized 
in R as package library was developed called FADNUtils (reference Dimitri). The IFM-CAP model aims 
at an EU-wide individual farm-level model coverage.  The model is applied to each of the 80.000 
individual FADN farms. The primary data source is the micro data FADN complemented by additional 
EU-wide data sources such as aggregated Eurostat data and the CAPRI model database (Louhichi, 
Espinosa, et al. 2018). Like CAPRI-FT, IFM-CAP applies a GGIG based user interface to configure and 
run working steps (raw-FADN data processing, construction of the model database, calibration, 
scenario runs). Although this has been standardized to some extent by using GGIG, less attention has 
drawn on the interfaces to input data. The interfaces have been developed at ad-hoc basis and have 
not been made so far available to other potential users. In addition, missing documentation made it 

 

12 Table A: General information; Table B Type of occupation and Breakdown of the farm area: owned, rented or sharecropped; Table C: 
Labor; Table D: Assets; Table E: Quotas and other rights; Table F: Debts; Table G: Value added tax (VAT). Table H: Inputs; Table I: Crops; 
Table J: Livestock production: Table K: Animal products and services: Table L: Other gainful activities; Table M: Subsidies. 
13 Part of GIG java source code  
14 FSS provides harmonized data regarding the structure of agricultural holdings in terms of land use, livestock numbers, farm labor force, 
machinery and equipment, and participation in rural development programs. The complete agricultural census is updated every 10 years 
(with intermediate sample surveys). 
15 FADN provides accounting data for a sample of commercial agricultural holdings. The survey is conducted annually. 
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hard or impossible to adjust it for the purpose of other research projects. A list of use cases, which 
document how to use and apply the interface were missing. Besides, the data format, content and 
structure of the databases often also changed and became outdated. When financial support ended, 
and confidential data had to be deleted. The developed interfaces for FADN data operated on micro 
data (Neuenfeldt, 2014). In CAPRI-FT and IFM-CAP the bio-physical representation is limited and hence 
no interfaces to management and production data bases have been developed. Although the 
methodology to depict technologies in IDM models16 is known, gathering, and collecting the required 
information is cumbersome, when focusing on several regions. Often information on management, 
related costs and technical coefficients is when available only in national languages and rarely17 
accessible in digital form. Most data collections on management are based on expert interviews and 
field experiments and information on the adaptation in the farm community is limited. In this context, 
production surveys like SAPM can be useful to establish a good understanding on the existing and 
dominating technologies to interlink management data with from FSS and FADN.  

The interface development in WP2 is split into two development phases. This allows us to start with 
interfaces for which the project members have access. Given that we still in an earlier phase to apply 
for micro data access for FSS (and maybe for SAPM) we will first further develop the micro data 
interface to the FADN data, building on the interfaces developed for IFM-CAP. In addition, we focus 
on an interface for micro data from the national data provider in Germany, for which THÜNEN has 
access. In addition, we collect amongst the partners information on the accessibility to management 
data to recommend on how potential data access and interfaces could look like in the future. 

2.2. Review of bio-physical and environmental impact relevant data at high 
resolution and related interfaces for IDM modelling  

{lead, WR, S. Janssen} 

We first name exiting EU-wide geo databases potentially relevant for IDM modelling and provide 
references and interfaces where accessible. Then we discuss the Integrated Administration and Control 
System of the EU for the CAP and the terms of condition to use it for IDM development. We follow with a 
review of existing remote sensing products and at the end discuss the AgrodataCube, as an example for 
combining different geo spatial data sources in a way to provide a consistent geo spatial data cube for data 
analysis in the context of the MIND STEP model toolbox. 

2.2.1. Geo data at EU level 

This gives a summary of the available databases in the EU and are described in subsequent sub-sections. 

Table 1: Summary table for the spatial data basis for the allocation of farms 

Name of the 

geo database 

Description Link and reference Classes description 

Corine Land 

Cover 

Visual 

interpretation of 

satellite images and 

divides land use 44 

classes 

http://land.copernicus.eu/pan-european/corine-land-

cover  

44 classes 

LUCAS (Land Use/Cover 

Area frame 

http://esdac.jrc.ec.europa.eu/projects/lucas 

 

Lucas classes 

 

16 field operations, manure handling, ruminant production and grass land management, fertilizer application technologies, housing and 
feeding regimes 
17 Exceptions exists as for the management data from KTBL, which have been made available as bulk to the THÜNEN Institute in form of a 
database. The use and access however are restricted.  However, there a web interface, whereby manual selection management data is 
provided as wen table. www.KTBL.de  

http://land.copernicus.eu/pan-european/corine-land-cover
http://land.copernicus.eu/pan-european/corine-land-cover
http://esdac.jrc.ec.europa.eu/projects/lucas
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Statistical Survey) 

Ecosystem 

type map v2.1 

based on CORINE 

Land Cover 2006 

https://www.eea.europa.eu/data-and-

maps/data/ecosystem-types-of-europe-1  

 

Relevant classes: I1: Arable land 

and market garden, I2: 

Cultivated areas of gardens and 

parks 

High Nature 

Value 

Farmland 

based on CORINE 

Land Cover 2006 

http://www.eea.europa.eu/data-and-

maps/figures/estimated-high-nature-hnv-presence  

For each combination of 

country and environmental 

zone, CLC classes are identified 

(out of in total 19 CLC classes) 

that are likely to contain 

primarily HNV land. 

SMU Soil mapping Units http://esdac.jrc.ec.europa.eu/content/european-soil-

database-v20-vector-and-attribute-data 

Single soil component and 

similar soils 

DEM European 

Commission, JRC-

IES Digital Elevation 

Model (CCM DEM, 

250 meters), 

received 2004 

European Commission, JRC-IES Digital Elevation Model 

(CCM DEM, 250 meters) 

Own compilation of altitude 

zone 0ς300 m, 300ς600 m and 

>600 m based on Digital 

Elevation Model 

Less Favoured 

Areas (LFA)

 

  

LFA boundaries map European Commission, JRC, LFA boundaries map, received 

2006, 

http://www.eea.europa.eu/data-and-maps/figures/less-

favoured-areas/fig11_less-favoured-

areas3_graphic.eps/image_large 

(12 Jan 2005) 

Mountain/hill area (article 3.3); 

Less favoured areas in danger 

of depopulation (3.4); areas 

with specific handicaps (3.5); 

non less favoured areas 

Source: Own compilation. 

2.2.1.1. Corine Land Cover (CLC) 

CORINE Land Cover (CLC) is a geographic land cover/land use database encompassing the countries of the 
European Community. CLC was elaborated based on the visual interpretation of satellite images. Proposed 
in 1985 by the European Commission, CLC describes land cover (and partly land use) according to a 
nomenclature of 44 classes. First estimation was undertaken in 1990. An update of the CLC database has 
been launched in 2000 and 2006. Ancillary data (aerial photographs, topographic or vegetation maps, 
statistics, local knowledge) were used to refine interpretation and the assignment of the territory into the 
categories of the CORINE Land Cover nomenclature. The smallest surfaces mapped (minimum mapping 
Units-mmU) is 25 hectares (Linear features less than 100 m in width are not considered. The scale of the 
output product was fixed at 1:100.000. Thus, the location precision of the CLC database is 100 m). The 
following CCL classes refer to agriculture: 211 agriculture, 212 irrigate agriculture, 221 vineyards, 231 
pastures, and various mixed classes like class, heterogenous agricultural areas (4 sub-classes). The main 
drawbacks of the using CLC approach is beside the large time span between the surveys (1990 to 2000, 
update 2006, 2015) and the mmU of 25 ha that does not consider small agricultural structures (areas) the 
fact that the classes are rather aggregated and therefore less suitable for describing a particular farming 
system which needs to be explicitly known cropping shares. Furthermore, no direct information of livestock 
herd sizes is there and needs to be approximated somehow from the fodder areas. However, grassland 
classes are not suitable for determination of agricultural use. 

2.2.1.2. Land Use/Cover Area frame Statistical Survey (LUCAS)  

LUCAS is an EU field survey programme supervised by EUROSTAT. LUCAS provides information on land 
cover and land use based on a sample survey. The specific land cover/use statistics are collected in co-
operation with authorities from all EU countries. Since 2006 the survey has been undertaken to 
estimate the state of land use and cover in the EU and the dynamics of change. The LUCAS surveys are 
carried out in-situ every three years. This means that observations are made and registered on the 
ground.  

https://www.eea.europa.eu/data-and-maps/data/ecosystem-types-of-europe-1
https://www.eea.europa.eu/data-and-maps/data/ecosystem-types-of-europe-1
http://www.eea.europa.eu/data-and-maps/figures/estimated-high-nature-hnv-presence
http://www.eea.europa.eu/data-and-maps/figures/estimated-high-nature-hnv-presence
http://www.eea.europa.eu/data-and-maps/figures/less-favoured-areas/fig11_less-favoured-areas3_graphic.eps/image_large
http://www.eea.europa.eu/data-and-maps/figures/less-favoured-areas/fig11_less-favoured-areas3_graphic.eps/image_large
http://www.eea.europa.eu/data-and-maps/figures/less-favoured-areas/fig11_less-favoured-areas3_graphic.eps/image_large
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Data on land cover and land use are collected at the point of observation and for a transect. For 250 
meter long transects (normally oriented West to East) all changes in land cover are recorded. The 
surveyors record both areal land cover classes and linear elements. The LUCAS transect database 
consists of two samples. The first and larger data base (LTDr) contains 270,277 data points on the 
sequence of land uses and land cover. For a sub sample 1,283 data points not only the sequence of 
the land uses, and land coǾŜǊ ŎƘŀƴƎŜǎ ƛǎ ǊŜŎƻǊŘŜŘ ōǳǘ ŀƭǎƻ ǘƘŜ ŦŜŀǘǳǊŜǎΩ ǊŜǎǇŜŎǘƛǾŜ ǿƛŘǘƘ ό[¢5ǿύΦ Lƴ 
2009, the European Commission extended the periodic Survey to sample and analyse the main 
properties of topsoil in 23 EU Member States. This topsoil survey represents the first attempt to build 
a consistent spatial database of the soil cover across the EU based on standard sampling and analytical 
procedures, with the analysis of all soil samples being carried out in a single laboratory 
(http://eusoils.jrc.ec.europa.eu/projects/Lucas/). Approximately 20,000 points were selected out of 
the main LUCAS grid for the collection of soil samples. A standardised sampling procedure was used 
to collect around 0.5 kg of topsoil ranging from 0-20 cm. The samples were dispatched to a central 
laboratory for physical and chemical analyses. The latest LUCAS survey (2012) covers all EU countries 
and observations on more than 270 000 points. 

Three types of information are obtained: 

1. Micro data: land cover, land use and environmental parameters associated to the single 
surveyed points, 

2. Point and landscape photos in the four cardinal directions, 
3. Statistical tables with aggregated results by land cover, land use at the geographical level; 

these estimates are based on the point data appropriately weighted. 

The LUCAS data and other sources of specific land cover/use data are not always comparable mainly 
due to methodological differences. In Austria for example a comparison showed relatively little 
accordance between LUCAS data and national data (FSS and IACS). For example, LUCAS data estimated 
an increase in cropland over a period of years when the cropland area was known to have decreased, 
or LUCAS estimates of the extent of land use change towards settlements were ten time higher than 
the real ones. This is due to methodological differences many related to sample size; for example, the 
LUCAS grid of survey points is too coarse for tracking national detailed change at the national level 
and there have been insufficient adjustments with national data.  

2.2.1.3. Ecosystem type map v2.1 

The ecosystem classification is based on EUNIS and the proposal of ecosystem typology for the MAES 
working group. It considers mapping feasibility at European scale and keep compatibility with national 
mapping approaches (nested scales).  

The basic geometric reference for the mapping of the ecosystem types is CORINE Land Cover 
transformed into the 100*100 m grid (using the CORINE land cover value of the pixel centroid as pixel 
class label). CORINE Land Cover classes are transformed into EUNIS classes based on detailed expert 
analysis, starting with the m:n crosswalk between EUNIS and CLC, additional georeferenced data 
(higher resolution compared to CLC) and thematic relation between land cover classes and the EUNIS 
classification system (improving the thematic resolution of CLC). The crosswalk between EUNIS classes 
and CORINE land cover classes was already developed from the ETC-BD and was used as starting point. 
The current version v2.1 of the Ecosystem type map v2.1 can be downloaded here: 
http://www.eea.europa.eu/data-and-maps/data/external/ecosystem-type-map-v2.1. A new 
version 3 is planned to be produced by in 2017. Though the ecosystem type map is mainly based on 
CORINE Land Cover 2006 it shows a significant higher geometric accuracy than CORINE Land Cover. A 
drawback is that grassland classes are not suitable for determination of agricultural use. 

http://eusoils.jrc.ec.europa.eu/projects/Lucas/
http://www.eea.europa.eu/data-and-maps/data/external/ecosystem-type-map-v2.1
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2.2.1.4. High Nature Value Farmland (HNVF) 

Some types of farmland are, because of their broad characteristics, inherently high in biodiversity. 
They are described by the general characteristics of low-input farming systems in terms of biodiversity 
and management practices and named as high nature value farmland (Paracchini et al., 2008). The 
conservation of biodiversity on these farmlands depends on the continuation of low intensity farming 
practices. The concept of HNV farmland ties together the biodiversity to the continuation of farming 
on certain types of land and the maintenance of specific farming systems. Typical examples include 
semi-natural grassland systems, traditional olive, vine, and fruit production, Dehesa, Montado and 
other wood pasture systems and extensive farming in boscage landscapes. The overall mapping effort 
is based as much as possible on existing Europe-wide datasets (CLC 2006, Natura 2000 sites, IBAs, 
PBAs, environmental zones). For some countries national specific information was used (specific 
examples are referred to subsequently). The current version of the European HVN farmland layer is 
based on CORINE Land Cover 2006 and can be downloaded. It is about to be updated based on CLC 
2012 in 2016. The HNV dataset is suitable for pan-European analyses, e.g., CAP assessment. As based 
on CORINCE Land Cover the spatial resolution is quite coarse as the minimum mapping unit is 25 
hectares. 

2.2.1.5. Soil Mapping Units (SMU) 

The European Soil Database (ESDB) consists of the most detailed and comprehensive soil data, 
distributed by the European Soil Portal of the Joint Research Centre (JRC) of the European Commission 
(Panagos er al., 2012). The database consists of four components, of which the Soil Geographical 
Database of Eurasia (SGDBE) at scale of 1:1 000 000 is of interest. The SGDBE contains a list of Soil 
Typological Units (STUs), which are described by variables (attributes) specifying the nature and 
properties of the soils, e.g., texture, water regime, stoniness. To represent this database in spatial 
layers at a scale corresponding to 1: 1 000 000, the STUs are grouped into Soil Mapping Units (SMUs) 
to form soil associations. Each SMU corresponds to a part of the mapped territory and as such is 
represented by one or more polygons. The data are freely available after registration via the JRC 
(http://esdac.jrc.ec.europa.eu/resource-type/european-soil-database-soil-properties) in vector data 
from 2001 and raster data from 2006 with a resolution of 1 km and 10 km (European Commission and 
the European Soil Bureau Network, 2004). 

2.2.1.6. Digital Elevation Data (DEM) 

The elevation data was provided by the Institute for Environment and Sustainability (IES) of the JRC. 
This digital elevation model (DEM) is the result of merging several DEMs with varying resolution to 
provide ample coverage across Europe, Turkey, and part of Russia. The DEM has a resolution of 250 
m. 

2.2.2. Integrated Administration and Control System (IACS)  

{THÜNEN, A. Gocht} 

To ensure regular payments, the CAP relies on the Integrated Administration and Control System 
όL!/{ύΣ ŀ ǎŜǘ ƻŦ ŎƻƳǇǊŜƘŜƴǎƛǾŜ ŀŘƳƛƴƛǎǘǊŀǘƛǾŜ ŀƴŘ ƻƴπǘƘŜπǎǇƻǘ ŎƘŜŎƪǎΦ ¢ƘŜ [ŀƴŘ tŀǊŎŜƭ LŘŜƴǘƛŦƛŎŀǘƛƻƴ 
System (LPIS) is a key component of IACS. It is system based ƻƴ ƻǊǘƘƻπƛƳŀƎŜǊȅ όŀŜǊƛŀƭ ƻǊ ǎŀǘŜƭƭƛǘŜ 
photographs) which records all agricultural parcels in the Member States. It serves two main purposes: 
to clearly locate all eligible agricultural land contained within reference parcels and to calculate their 
maximum eligible area. Reference parcels are a uniquely identified and geographically delimited 
agricultural area. Farmers are expected to examine and to identify and exclude from their applications 
all non-agricultural land, and ineligible features on parcels. TƘŜ [tL{Ωǎ ǘŜŎƘƴƛŎŀƭ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎ ǾŀǊȅ 
amongst Member State as various types of reference parcel systems exist. The Agricultural parcel 
system: which covers a single field and s single famer; cadastral parcel: which can relate to one or 
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more farmers, based on ownership, and can cover one or more crops; farmer's block: which belong 
to a farmer but covers one or more crops without natural boundaries and physical and topographical 
block which Area bordered by certain features (ditches, hedges, walls, etc.) and can cover one or more 
crop groups (ECA, 2016). Belgium, Germany, and the United Kingdom have an LPIS for each region. All 
other EU Member States have one each covering the whole country. There are currently 44 LPISs in 
total, containing over 135 million reference parcels.  

The LPISs are managed by the Member States, which are responsible for the quality of the data 
entered in their systems. The EU COM provides guidance to the Member States, audits the 
effectiveness, may apply financial corrections if there are failures in the LPIS. The LPIS ortho-images 
have a very high spatial resolution - mostly 25-50 cm per pixel - and are in general updated every three 
years. Due to the low frequency of updates to LPIS imagery, paying agencies could not use them to 
verify activities taking place on the parcel during the year (planting, harvesting, mowing, etc.). To verify 
ŦŀǊƳŜǊǎΩ ŘŜŎƭŀǊŀǘƛƻƴǎ ŀƴŘ ŀŘƘŜǊŜƴŎŜ ǘƻ ŜƭƛƎƛōƛƭƛǘȅ ǊǳƭŜǎΣ ǇŀȅƛƴƎ ŀƎŜƴŎƛŜǎ ƘŀǾŜ ƘŀŘ ǘƻ ŎŀǊǊȅ ƻǳǘ ŦƛŜƭŘ 
inspections for a sample of around 5 % of farmers. Field inspections are time-consuming and costly 
and provide a one-off record of the situation on the field. The Commission developed, since 1992, an 
alternative approach for inspecting agricultural parcels with satellite images from commercial 
providers (such as SPOT, WorldView, PlanetScope) taken at different times throughout the year, called 
ΨŎƘŜŎƪǎ ǿƛǘƘ ǊŜƳƻǘŜ ǎŜƴǎƛƴƎΩΦ !ŎŎƻǊŘƛƴƎ ǘƻ Ww/ ул ҈ ƻŦ ŦƛŜƭŘ ƛƴǎǇŜŎǘƛƻƴǎ ŀǊŜ ƴƻǿ ǇŜǊŦƻǊƳŜŘ ǳǎƛƴƎ 
remote sensing. If the paying agency cannot draw a conclusion based on RS images an inspector carries 
ƻǳǘ ŀ ΨŦƛŜƭŘ ǾƛǎƛǘΩ ǘƻ ǘƘŜ ƭŀƴŘ ǇŀǊŎŜƭǎ ŎƻƴŎŜǊƴŜŘΦ ¢ƘŜȅ ǎǘƛƭƭ ǊŜǉǳƛǊŜ ƘǳƳŀƴ ƛƴǘŜǊǾŜƴǘƛƻƴ ƛƴ ǘƘŜ ŦƻǊƳ ƻŦ 
operators, who interpret very high- resolution (VHR) satellite images, using computer-assisted 
photointerpretation.  

An upgrade was hence needed to meet the new requirements of the new CAP after 2014. A new set 
ƻŦ [tL{πǊŜƭŀǘŜŘ ǊǳƭŜǎ ǿŀǎ ŀŘƻǇǘŜŘΣ ǘƻƎŜǘƘŜǊ ǿƛǘƘ ǘƘŜ ƎǊŜŜƴƛƴƎ ǊŜǉǳƛǊŜƳŜƴǘǎΦ CƻǊ ƛŘŜƴǘƛŦȅƛƴƎ ŀƭƭ 
agricultural parcels used a famer, independently of the LPIS reference parcel system, the Member 
{ǘŀǘŜ ŀǳǘƘƻǊƛǘƛŜǎ Ƴǳǎǘ ǇǊƻǾƛŘŜ ŀƭƭ ōŜƴŜŦƛŎƛŀǊƛŜǎ ǿƛǘƘ ŀ ǇǊŜπŜǎǘŀōƭƛǎƘŜŘ ƎŜƻǎǇŀǘƛŀƭ ŀǇǇƭƛŎŀǘƛƻƴ ŦƻǊƳ ŀƴŘ 
the corresponding graphic material by 2018. 

The 2013 CAP reform made it compulsory to use this Land Parcel Identification System (LPIS) together 
with a Geospatial Aid Application (GSAA) as components of the paying agencies integrated 
administrative and control systems (IACS), introduced progressively from 2015 to enhance checks of 
aid applications. In principle, farmers should since 2018 submitting their aid applications using 
geospatial methods, i.e., the position and size of their parcels must be derived from imagery captured 
in the LPIS. Some Member States implemented electronic claims with a geo-spatial component before 
GSAA became compulsory. LPIS including the information from the GSAA can be a valuable resource 
for analysing the structure and the land use of certain region at the parcel level and hence also a 
valuable source to parameterize farm level model. The next table summarizes sources freely available 
for download. 

Table 2: FLIK and GSAA links for download, own compilation 

Countries Link GSAA LPIS Temporal 

coverage 

Crop 

code 

Luxemburg https://data.public.lu/en/datasets/referenti

el-des-parcelles-flik/ 

YES / YES Several years NO 

Germany Lower 

Saxony 

Sla.niedersachsen.de/landentwicklung/LEA YES recent Yes 

Germany - 

Brandenburg 

https://geobroker.geobasis-

bb.de/gbss.php?MODE=GetProductInformat

YES recent YES 
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ion&PRODUCTID=996f8fd1-c662-4975-

b680-3b611fcb5d1f 

Germany North 

Rhine Westphalia 

available via DIAS YES 2019 YES 

The Netherlands https://www.nationaalgeoregister.nl/geonet

work/srv/dut/catalog.search#/metadata/dd

8e0fb8-0f09-40ba-a884-7e23c0680ae2 

YES Several years YES 

Austria https://inspire.lfrz.gv.at/009501/ds/inspire_

schlaege_20XX_polygon.gpkg.zip 

YES 2019/2018 YES 

Source: Own compilation. 

2.2.3. Remote sensing products 

{WR, G. Roerink} 

In 1972 NASA launched the first satellite, which was specifically equipped for land observation. The 
first Landsat Multi Spectral Scanner (Landsat-MSS1) was able to map the earth surface with a 
resolution of 80 m in four spectral bands (Green, Red, Red/NIR, NIR). The satellite had a repeat cycle 
of 18 days, but due to data recording limitations not every image was acquired (in fact only 1600 
images were acquired during its lifetime of 6 years). Crop monitoring at field level was not possible 
with this satellite, as with 80 m resolution only the bigger fields could be distinguished and only one 
or two images per year were acquired. However, the red and NIR spectral bands allowed it to quantify 
biomass. In practice this satellite was used for land cover classification at a coarser scale. 

This example illustrated already very good that the power and usability of satellite sensors is 
characterised by the spatial, spectral, and temporal resolution. If you want to map house extensions, 
you need other specifications than when you want to monitor crop growth at field level. 

2.2.3.1. Spatial resolution 

The spatial pixel resolution of the land observation satellites nowadays ranges between 0.5 m and 250 
m. There is a trade-off between the pixel resolution and the covered area. The highest resolution 
ŎƻǾŜǊǎ ƻƴƭȅ ǎƳŀƭƭ ŀǊŜŀǎ ƻŦ ŀ ŦŜǿ ǎǉǳŀǊŜ ƪƳΩǎΣ ǿƘƛƭŜ ǘƘŜ coarser resolution satellites map areas of 
ƘǳƴŘǊŜŘǎ ƻŦ ƪƳΩǎ ǿƛŘŜΦ Lƴ ŎŀǎŜ ƻŦ ŎǊƻǇ monitoring, you want to map the farmer plots individually, so 
the pixel resolution must be substantially smaller than the average plot size. For a field size of 0.5 to 
1 ha a pixel resolution of 10 to 20 m will do. 

2.2.3.2. Spectral resolution  

The electromagnetic spectrum ranges from shortwave gamma rays to long wave radio waves (see 
Figure 1). Typical land observation satellite sensors measure radiation in three domains: 

¶ The optical sensors measure reflected solar radiation in the visible and NIR domain (0.4-2.5 
µm wavelength). From crop monitoring purposes spectral bands in the red and NIR are 
required, with the principle that a green canopy needs red light for the photosynthesis process 
and NIR is reflected and transmitted almost completely, while for other land covers the red 
and NIR reflectance are more similar. Disadvantage is that the land surface only can be 
observed at clear-sky conditions.  

¶ The thermal sensors measure emitted longwave radiation in the thermal infrared domain (8-
12 µm wavelength). The land and sea surface temperature can be determined; besides that, 
forest fires are detected with thermal radiation. Also, thermal sensors have problems with 
clouds. 
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¶ The radar sensors measure radiation in the microwave domain (1-10 cm wavelength). The 
large advantage of radar waves is that it passes through clouds, so image acquisition is 
guaranteed. The radar signal is sensitive for soil and plant structure and moisture.  

 

Figure 1: The Electro-magnetic spectrum. 

Source: https://www.miniphysics.com/electromagnetic-spectrum_25.html. 

2.2.3.3. Temporal resolution 

The third dimension of satellite resolution is the temporal resolution. Satellite either have a polar orbit 
or an equatorial orbit. The latter one follows the earth equator with the same inclination speed as the 
earth orbit, so it stays at the same spot above the equator. As a result, its position in space is about 
35000 km above the earth surface. So, pixel resolution is coarse (1 km), but it can make constantly 
image acquisitions. These satellites are typical weather monitoring satellites. 

In case of a polar orbit the satellite makes orbit from pole to pole. Each orbit follows a new path over 
the earth. The revisit time is the number of days that is takes for the satellite to map again the same 
pathway over earth. The altitude in space is between 300-1000 km; much lower than for the 
geostationary satellite, so the pixel resolution can be much higher. So only polar orbiting satellites are 
suitable for crop monitoring purposes at field level. 

For crop monitoring purposes resolutions between 10 and 20 m are required. Satellites with these 
pixel resolutions have typical revisit times between 10 and 20 days, which is not enough for adequate 
crop monitoring, especially if one considers the cloud occurrence in many parts of the world. The 
solution for this problem is to launch more identical satellites (for example Sentinal-2A and Sentinal-
2B) which multiplies the number of acquisitions and assures lower revisit times. 

2.2.3.4. Copernicus program 

Although the Common Agricultural Policy has a long history of using satellite or aerial images for 
checking area-based aid, these images mainly before 2017 usually were not available with sufficient 
temporal frequency. New imaging technologies with the EU-owned Copernicus Sentinel satellites, 
known as Sentinels, had become a new source of data for monitoring the Common Agricultural Policy 
because automated processing of time series throughout the growing season makes it possible to 
identify crops and monitor certain agricultural practices on individual parcels or even at higher 
resolution (10x10 meters) Eu-wide (Devos, 2017,2018a,2018b). Although the Commission promoted 
the technology through many conferences and workshops in 2019 only 15 out of 66 paying agencies 
used the Copernicus Sentinel to check aid applications and an audit of the Commission revealed that 

https://www.miniphysics.com/electromagnetic-spectrum_25.html
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many paying agencies consider that there are obstacles to wider use of the new technologies (ECA, 
2020). 

2.2.4. Green Monitor 

{WR, Roerink} 

The Green Monitor data platform (www.groenmonitor.nl) started in 2012 to map the Netherlands 
with high resolution satellite imagery. The Green Monitor is developed as an easy-to-use webtool for 
visualization and interpretation of time series of NDVI satellite images covering the Netherlands. 

 

Figure 2: Screenshot of the Green Monitor (www.groenmonitor.nl). The graph shows the annual 

NDVI behaviour in 2019 of the blue marked grassland parcels (note that 5 mowing events can be 

distinguished). 

Source: www.groenmonitor.nl. 

From 2016 onwards the Green Monitor is collecting and processing high resolution imagery from 
Sentinel-2 and Landsat satellites into uniform Normalized Difference Vegetation Index (NDVI) images 
of 10 m resolution over the Netherlands. The NDVI is a measure of the amount of green biomass and 
is defined as a ratio of the NIR and Red spectral bands with values between 0 (water, bare soil) and 1 
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(crops with multiple layers of green leaves). The atmospherically corrected level 2A product is used 
and pixels are resampled in a uniform grid (the Dutch Rijksdriehoekstelsel projection).  The major 
effort in pre-processing the data is the cloud and shadow screening and masking procedure. For a 
reliable crop monitoring system, the cloud and shadow detection is crucial. In the beginning the cloud 
masking was done manually; since 2019 it is performed by AI technology which recognises and 
removes the black and white cloud and shadow patters. In case of hazy cloud patterns, the clouds and 
shadows are checked also manually and wherever necessary additional corrections are made. 

Table 3: Available satellite imagery for the Green Monitor 

Satellite Period Spectral bands Resolution Revisit time 

Sentinel-2 2016 
onwards 

B, G, R, NIR 

Red Edge, NIR, SWIR, MIR 

Deep Blue, Cirrus, Water vapour 

10 m 

20 m 

60 m 

5 days 

(overlap 2x 
per 5 days) 

Landsat-8 2013 
onwards 

Panchromatic 

Deep Blue, B, G, R, NIR, SWIR, MIR, Cirrus 

TIR-1, TIR-2 

15 m 

30 m 

100 m 

16 days 

(overlap 2x 
per 16 days) 

Landsat-7 1999 
onwards 

Panchromatic 

B, G, R, NIR, SWIR, MIR 

TIR 

15 m 

30 m 

60 m 

16 days 

(overlap 2x 
per 16 days) 

Source: Own compilation. 

2.2.4.1. Grassland markers 

The cloud free satellite images in the Green Monitor provide the opportunity to monitor each parcel 
in the Netherlands. For each parcel the temporal NDVI profile throughout the year is extracted. The 
NDVI curve reveals quantitative information on the growing season of the crop. A distinction is made 
between arable crops and permanent grassland. In case of grassland the derived markers are: 

¶ Number of mowing cuts 

¶ Date of first, second and later mowing events 

¶ Grass ploughing and renewal 

¶ Yield indicator 
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Figure 3: Screenshot of the Green Monitor (www.groenmonitor.nl). The graph shows the annual 

NDVI behaviour in 2020 of the blue marked grassland parcel with two mowing cuts and a grass 

ploughing and renewal event 

Source: www.groenmonitor.nl. 

Figure 3 explains how the grassland marker detection algorithm works. In principle permanent 
grassland has high NDVI values throughout the year. Small dips in the time series are detected as 
mowing cuts. The dips are relatively small as not all grass is removed; the straws remain on the field 
and regrowth starts again. Grassland ploughing and renewal is detected as a large dip in the curve, as 
the ploughing reveals the bare soil with very low NDVI values. The cumulative NDVI value is used as 
ȅƛŜƭŘ ƛƴŘƛŎŀǘƻǊΦ ¢ƘǊƻǳƎƘ ŀƴ ŜƳǇƛǊƛŎŀƭ ǊŜƭŀǘƛƻƴǎƘƛǇ ǘƘŜ b5±L ǾŀƭǳŜǎ Ŏŀƴ ōŜ ΨǘǊŀƴǎƭŀǘŜŘΩ ǘƻ ƎǊŀǎǎ ƭŜƴƎǘƘ 
(in cm). The grassland markers are stored and made available again in the AgroDataCube. 
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2.2.5. AgroDataCube 

{WR, S. Janssen} 

Many valuable open data sources are available for the Netherlands that can improve data science and 
decision making in agriculture and food. However, these data sources are still scattered and are 
published using a range of different, standardized, and non-standardized formats and protocols. This 
means that substantial efforts are required to find, collect, and combine such data repeatedly, to feed 
the many applications that use such data. The AgroDataCube functions as a hub that brings together 
these heterogeneous data streams, enriches them, adding in-house analytics, and publishes the result 
as harmonized, up-to-date, standardized datasets accessible through an open REST API 
(agrodatacube.wur.nl). 

In 2018, version 2 of the AgroDataCube has been developed. Through integration with Green Monitor, 
the AgroDataCube now also provides a remote sensing-based vegetation index (NDVI) at sub-parcel 
resolution. Such vegetation indices are used for research, e.g., crop modelling and yield forecasting, 
by farmers to monitor the development of their crops, or to monitor agricultural practice, e.g., 
complying with CAP regulations. 

The approach: Merge, harmonize and publish  

Many distributed data services relevant for the agri-food domain already feed into the AgroDataCube. 
These sources are heterogeneous about different aspects. While for instance remote sensing data or 
weather data are voluminous, available daily and are processed near-real time, soil data and parcel 
data are smaller and relatively static. The AgroDataCube automatically structures and harmonizes the 
incoming data streams and links their spatial and temporal dimensions. This means that for example 
time-series of weather data or NDVI (Normalized Difference Vegetation Index) data can be retrieved 
on the level of agricultural parcels. Data is delivered in a standardized format and therefore easily 
reusable, for instance in data analytics tools and decision support systems. 

AgroDataCube currently provide data services that publish spatially and temporally explicit data from 
the following resources: 

¶ Agricultural parcels and parcel attributes (parcel geometries and crop information from BRP, 
AAN) 

¶ Soil data (Soil map 1:50.000, BOFEK) 

¶ Weather data (observations from KNMI stations) 

¶ Elevation (AHN) 

¶ Administrative regions (NUTS and postal codes)  

¶ Green Monitor satellite data 
o NDVI, WDVI vegetation indices (mean and standard deviation) 
o Grassland markers: mowing dates, ploughing date, management intensity 
o Arable land markers: ploughing date, sowing date, emergence, harvest, catch crop 

¶ Radar coherence (Sentinel-1) 

The ADC is filled near real-time with current data (weather data, green monitor satellite data), so that 
the current situation in the field is always available and there is a perspective for action.  

The AgroDataCube is an innovation in big open data. It is one of the first real results of combining data 
from different batches and make them unequivocally available to the user. It is based on open data 
principles and is open documented. 

The AgroDataCube: 

¶ makes an innovative contribution to the aspect of interoperability of data in the agri-food 
domain 
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¶ is of great importance for different interest groups 

¶ makes new research and new business and consumer-oriented solutions 

 

Figure 4: Schematic representation of the AgroDataCube 

Source: Own compilation. 

2.3. Review interfaces for IDM modelling to existing and established 
modelling databases 

2.3.1. GLOBIOM database and interfaces 

{IIASA, A. Brouwer}  

The Global Biosphere Management Model (GLOBIOM) has been developed and used by the 
International Institute for Applied Systems Analysis (IIASA) since the late 2000s. It is a partial-
equilibrium model that represents various land use-based activities, including the agriculture, forestry, 
and bioenergy sectors. The model is built following a bottom-up setting based on detailed grid-cell 
information, providing the biophysical and technical cost information. This detailed structure allows a 
rich set of environmental parameters to be accounted for. Its spatial equilibrium modelling approach 
represents bilateral trade based on cost competitiveness. 

GLOBIOM takes land use inputs for the agriculture, livestock, forestry, and bioenergy sectors from 
FAOSTAT and the Spatial Production Allocation Model (SPAM). SPAM data is processed with aid of the 

mapspam2globiom R package18. In the case of the EU, crops are allocated across NUTS2 regions 
using data from EUROSTAT. Harvested areas are based on FAOSTAT statistics but spatially allocated 
using data from the SPAM. Yields for all locations and crops are determined in a geographically explicit 
framework by the Environmental Policy Integrated Climate Model (EPIC). The yields are distinguished 
by crop management system and land characteristics by spatial unit. 

Total forest area in GLOBIOM is calibrated according to FAO Global Forest Resources Assessments 
(FRA). The available woody biomass resources are provided by the forest model G4M for each forest 
area unit and are presented by mean annual increments that are divided into commercial roundwood, 
non-commercial roundwood and harvest losses, thereby covering the main sources of woody biomass 
supply. 

 

18 https://iiasa.github.io/mapspam2globiom/ 

https://iiasa.github.io/mapspam2globiom/
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The model is primarily implemented in GAMS. Prior to running GLOBIOM, EPIC and G4M are run, and 
a pre-compilation stage converts raw input data into GAMS-ready data that serves as input for the 
model and scenario stages. This includes GDX, GMS data-definition, and CSV files. 

On conclusion of the scenario runs, output data for the various scenarios is collected and merged. 
Through stages of filtering and aggregation, the output data is distributed across a series of GAMS 
parameters that are the representational near equivalent of Python/R data frames as well as a series 
of supportive set definitions. Parameters and sets are all included into a single output GDX. Data 
dimensions include a spatial specifier for the various grid cells countries, or regions; indicator; unit; 
item; scenario indices; and time. Interfaces primarily access these output parameters and sets. 

To interface GLOBIOM to R, the gdxrrw R package is used19. It allows GDX content to be explored, read, 
and written. Read GDX data is represented as R data frames which are readily converted into the 

modernized data frame representation called tibble that is at the core of the tidyverse R framework.20 
The tidyverse is a coherent and lucidly designed set of R packages that cover various aspects of data 
analysis such as tidying, transformation, manipulation, and declarative visualization. On top of gdxrrw 

and the tidyverse, a GLOBIOM visualization interface is provided by the globiomvis R package.21 It 
supports analysis and generation of a variety of scenario plots. In addition, globiomvis enables creation 
of maps for the various regionally and spatially explicit representations of the model. 

For interactive explorationτand intended primarily for training and outreach purposesτa graphical 

user interface (GIO) based on GGIG (Britz, 2014)22 is available as an alternative way of performing 
analysis, visualization, and parameterizing and running the core version of the model.23 GGIG is Java-
based and orchestrates numerous Java libraries that provide rich visualization and analytical 
functionality. GGIG is specialized to GLOBIOM purposes via a hierarchy of XML configuration files. To 
compensate for their fragility, these XML configuration files are validated against and further 
documented (beyond the reach of the regular GGIG documentation) through annotated XSD schema 
files. To ease maintenance and updates of the GUI, the XML files are to a large degree generated from 
the GLOBIOM code base as well as from the GGIG state persistence INI file by means of Python scripts. 

2.3.2. CAPRI database and interfaces  

{THÜNEN, A. Gocht, M. Himics} 

The CAPRI agricultural economic model has been developed since 1999 with the help of several EU 
research projects. The model supports the policy-making process by means of quantitative analyses 
of the EU Common Agricultural Policy (CAP) at global and regional levels. The aim is to estimate in 
advance the impact of agricultural policy decisions on production, income, trade, and the environment 
using the model. To guarantee comparability of results between member countries and over time, 
CAPRI uses standardized and harmonized data sources from EUROSTAT, the EU Commission and the 
FAO or OECD, as far as possible. A large part of the development is devoted to data preparation or 
standardization to reference units that are thus comparable over time and across regions in Europe. 
The database consolidation steps are designed in such a way that all data changes can be repeated so 
that newly available data sets or improved statistics can be integrated without problems. Such a 
concept allows the data consolidation to evolve continuously without having to accept methodological 
breaks. This means a high level of hardware requirements and methodological competence. For 
example, the creation of the database requires the computing power of a high-performance computer 

 

19 https://support.gams.com/gdxrrw:interfacing_gams_and_r 
20 https://www.tidyverse.org/ 
21 https://iiasa.github.io/globiomvis 
22 https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf & https://www.ilr.uni-
bonn.de/em/rsrch/ggig/GGIG_programming_guide.pdf 
23 https://github.com/iiasa/GLOBIOM_GUI 

https://www.tidyverse.org/
https://iiasa.github.io/globiomvis
https://github.com/iiasa/GLOBIOM_GUI
https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf
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for about one day, although many of the processes run in parallel. The result of the database 
consolidation steps are time series for the agricultural sector at the regional Nuts2 level for the topics 
of agricultural accounts (EAA), land use, animal stocking density, factor income, prices, market 
balance, nutrient requirements, and nutrient suppliers. In addition, the dataset contains a consistent 
representation of regional feed requirements and feed resources. Special features are, apart from the 
balancing consistency framework, the bundling across regions (Nuts2, Nuts1, MS, EU) and the detailed 
environmental indicators in greenhouse gas emissions and nutrient balancing. An additional gain is 
the accompanying archiving of European datasets, as it is not uncommon for statistics to become 
unavailable after a few years. As experience shows, the dataset has a high usefulness for many 
analyses and projects, especially in the European context, although better-resolved data sources are 
sometimes available at regional or national level. The generation of consistent time series is part of 
the data work. The time series are also used to derive trends for future development and to create 
reference points for the future. These future projections, often referred to as baselines, use official 
agricultural projections from the EU Commission in addition to trend projections from the time series. 
The rule here is that the regional trends in the sum of all regions should reflect the projection of the 
EU Commission. These projections have a projection period of about 10 years and serve as a reference 
data set in many European analyses in the agricultural and environmental sector. In recent years, long-
term projections with reference to climate development have also been produced. Here, external 
projections to the SSPs from the GLOBIOM and PRIMES models are used. Data consolidation uses 
statistical or mathematical estimation methods with the goal of adjusting the values of the statistics 
only when economic and bio-physical relationships or other statistics require it. If, for example, the 
yield multiplied by the area does not correspond to the production volume from the statistics, the 
yield is adjusted accordingly. The original data and the new estimated data are stored together for 
comparisons and better tracking. A metadata model allows the necessary information on the statistics 
and on the processing steps to be summarized and stored efficiently. Traceability in case of changes 
in the routines is ensured by the version control software SVN. The network is supported by eight 
institutions, including 3 universities, one company and four research institutes. In addition, the EU 
Commission-JRC supports the network with positions and corresponding calls for proposals. For each 
data consolidation step in the model there are responsible developers. Many institutions support the 
network with personnel as well as with hardware and software infrastructures. Currently, all data is 
freely available and are downloadable.24 The interfaces to access the databases are currently based 
on a graphical user interface GGIG (Britz, 2014).25 The GUI comprises a generic and powerful tool for 
exploitation, accessing and exporting of results. Results from the different work steps of CAPRI 
generated by GAMS are stored in GDX format as multi-dimensional sparse data cubes. The regional 
time series data base of CAPRI covers almost 15 Mio non-zeros values. To access these huge data 
quantities in a user-friendly and efficient way, an XML file defines views in the data. Each view is firstly 
characterised by a selection or filter for the different dimensions such as regions, activities, items, or 
scenarios. Secondly, a pivot is defined which maps the data base dimension to viewport dimensions, 
such as the columns or rows of a table, or the regions shown in a map. And thirdly, it defines the view 
type: a table, different type of graphs or a map. Fourthly, views may comprise links to other views, like 
the concept of hyperlinks in WEB pages, which allows a "drill-down" like exploitation from general to 
specific aspects, or vice versa.  

But the user maintains his freedom: he may tune the view to his own needs, by adding his own 
selections, change the pivot or the view type. Equally, fonts, colour, cell sizes or properties of the 
graphs may be set by the user. His personal settings can be stored for future session. And finally, the 
mapping viewer allows for rather flexible classifications and colouring options. The details with 

 

24 https://www.capri-model.org/dokuwiki_help/doku.php?id=getting_started_with_capri 
25 https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf & https://www.ilr.uni-
bonn.de/em/rsrch/ggig/GGIG_programming_guide.pdf 

https://www.ilr.uni-bonn.de/em/rsrch/ggig/GGIG_user_Guide.pdf
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examples are discussed in a chapter of the CAPRI documentation.26 In addition to the GGIG there exists 
an interface to import the result database of CAPRI into Excel using an COM add for Excel based on 
the GDX API of GAMS and the MS .net framework. After opening Excel, the COM add-is loaded and a 
ƴŜǿ wƛōōƻƴ ά/!twL w9thw¢{έ Ŏŀƴ ōŜ ǳǎŜŘ ǘƻ ƛƳǇƻǊǘ ŦƻǊƳŀǘǘŜŘ ǊŜǎǳƭǘ ǘŀōƭŜ ǿƛǘƘ ƭƻƴƎ ǘŜȄǘǎ ƛƴǘƻ 9ȄŎŜƭΣ 
ready for reporting.27 Similarly, a R package interface to access the CAPRI database exists developed 
by Mihaly Himics. The R package reads GDX files and prepares figures and charts. 28 It includes 
functions for processing, visualizing, and analysing both the model databases and simulation results. 
It has been designed to complement (rather than to replace) already existing GIGG for CAPRI. The 
advantages of capriR compared to graphical User Interface options include dissemination of model-
databases and simulation results, automated reporting requiring additional (post-model) calculations, 
creating publication-quality maps and other data visualizations. As CAPRI covers EU agricultural 
production activities with fine geographical detail, spatial data analysis and visualization are of a 
particular importance for capriR. CAPRI results are linked to commonly used spatial data packages 
thus enabling the user to create high-resolution static or interactive maps. With capriR you can also 
access rapidly the databases and simulation results of the CAPRI modelling system. The modularity of 
the R programming language allows for directly applying advanced econometric and statistical 
techniques from other (open-source) R packages on the data sets retrieved from CAPRI. Although 
capriR is only directly useful for the relatively small user base of CAPRI, some of the general strategies 
for rapid package development might be re-used for similar, large scale economic models. 

2.3.3. MAGNET  

{WR, J. Helming, M. Müller} 

2.3.3.1. Model and background 

The policy landscape is becoming increasingly complex with interrelated global challenges stretching 
across domains previously handled in relative isolation. An example is the Paris  agreement of 2016 
(UNFCCC 2016) which will have widespread repercussions for the way in which the world economy 
operates. Such commitments require policymakers to look at impacts beyond their own domain and 
decades ahead. With feedback loops abound impacts of interventions become theoretically 
ambiguous requiring ex-ante integrated modelling tools to explore expected impacts of policy 
interventions, trade-offs, and synergies across multiple domains. Such challenges are faced by 
MAGNET (Modular Applied GeNeral Equilibrium Tool). The MAGNET model is a global general 
equilibrium model. MAGNET is based on the LEITAP model which has been used extensively in policy 
analyses. MAGNET offers more flexibility in model aggregation (definition of regions and sectors) and 
ƳƻǊŜ ƻǇǘƛƻƴǎ ŦƻǊ ŎƘŀƴƎƛƴƎ ŀ ƳƻŘŜƭΩǎ ǎǘǊǳŎǘǳǊŜΦ ¢ƘŜ Ƴŀƛƴ ŀƛƳ ƻŦ a!Db9¢ ƛǎ ǘƻ ƻŦŦŜǊ ŀ Ǝƭƻōŀƭ ŀǇǇƭƛŜŘ 
general equilibrium modelling framework which can be easily tailored to specific research questions 
and regions and products of interest. This flexibility allows researchers to adjust the complexity of a 
model to the questions at hand as well as to their own level of understanding of global CGE models. 
The core of the MAGNET database is the GTAP database. MAGNET uses a series of additional 
databases, such as GTAP satellite databases, FAOSTAT (commodity balances, land use, land cover and 
fertilizer), data on biofuels from the International Energy Agency and land use parameters taken from 
the IMAGE model. On average for almost each module in MAGNET (Figure 5) additional data is 
included in the MAGNET-database, complemented with scenario data like projections of GDP and 
population. The database is constructed in several steps: the first step includes gathering raw data 
from the web or other sources and reshape to standard input formats by hand or using code. The next 

 

26 https://www.capri-model.org/docs/capri_documentation.pdf#search="Exploitation" 
27 https://www.capri-model.org/dokuwiki/doku.php?id=capri:team:alex_gocht 
28 https://github.com/trialsolution/caprir 



 

REPORT D2.2 

 

 

This project has received funding from thŜ 9ǳǊƻǇŜŀƴ ¦ƴƛƻƴΩǎ IƻǊƛȊƻƴ нлнл  
research and innovation programme under grant agreement N° 817566. 

31 

 

step is performed by using DSS (Figure 5). You can select the desired GTAP database, add other 
databases and formulate new regions, sectors, commodities, and endowments. These steps lead to 
the desired database for a specific project. The processing of data is for almost 100% coded to make 
it easier to update the original source data, to track how data are processed and to maintain flexibility 
using different GTAP database versions.  

 

 

Figure 5: MAGNET modules 

 

Figure 6: DSS ς Example of selections for creating a database 

However, the first step is not coded as the raw data needs to be checked on consistency and naming.  

2.3.3.2. Handling multiple users and developers 

Magnet has been developed by multiple persons at different locations and furthermore results are 
used by multiple internal and external users or clients. This requires a solid infra structure to guarantee 
consistent and reproducible outcomes. As MAGNET is used in a range of projects, we need to assure 
that there is a working version of the model that can be used as-is. Therefore, development of the 
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MAGNET model and database take place under version control system SVN working with a trunk and 
branches. The trunk forms the stable core of MAGNET. It has no loose ends or broken parts. All its 
components are documented and tested with the production version of MAGNET (a specific 
aggregation and set of simulations). It can therefore be ǳǎŜŘ άŀǎ-ƛǎέ ŦƻǊ ŀǇǇƭƛŜŘ ǿƻǊƪΦ LŦ ǘƘŜ ǘǊǳƴƪ 
changes it is a single revision that is a state-change: it moves from a working state to a new working 
state where all included components and answer files work. There is thus not a series of revisions 
introducing loose ends/ unfinished code or which break already included parts of the system. 
Developments of the code system is done in branches that originate from the trunk. Here intermediate 
versions can be committed that not yet work and all other files that aid the development of the code. 
For example, manually created database files used for developments can be stored and shared with 
other team members. WEcR developed a dedicated software package called DSS (Dynamic Steering 
System) to ease the use of MAGNET. Iƴ ŜǎǎŜƴŎŜΣ 5{{ Ψŀǎƪǎ ǉǳŜǎǘƛƻƴǎΩ ƻƴ ǿƘƛŎƘ ŦƛƭŜǎ ǘƻ ǳǎŜ ŀƴŘ ǘƘŜƴ 
creates appropriate command files for running GEMPACK code (referred to as Scenarios in DSS). 
Specifically, DSS is used to create the MAGNET database (Figure 6), to create the MAGNET model and 
to construct scenarios.  This allows the MAGNET-users to use the same code for different databases 
(different releases of the GTAP database, or different aggregations for specific applications) and 
different model structures. This flexibility comes at the cost of requiring the user to make a large 
number of choices before being able to run the model. Answers of a model setup are stored in so 
called answer files. These answer files can be shared with other users to reproduce the specific model 
versions. Working with DSS facilitates also a full separation of model code and data files. A new 
concept has been developed for MAGNET output: writing MAGNET scenario results to the central 
Datawarehouse of WecR (Figure 7) complemented with links to predefined PowerBI reports. The 
Datawarehouse of Wageningen Economic Research starts with including data into the system using 
SQL Server Integration services (SSIS) (Figure 7). The data is converted and processed using Data 
Quality Services (DQS) and Meta Data Services (MDS) and finally stored into the Data warehouse (DW). 
In the semantic layer derived data is created. Finally, the data is accessible (authoring) using different 
applications like SQL, Power-BI, R, Python and other. One of the applications is Power BI with 
additionally PBI-report server. With this latest tool visualisations of project data can be made available 
for users/clients outside Wageningen Economic Research. However, these reports contain predefined 
figures and tables. Therefore, yet not in Figure 7. However already in development, is OData 
webservices is introduced with which users from outside Wageningen Economic Research can also 
query the data. Users need to be authorized for this. 
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Figure 7:Overview of the Datawarehouse system of Wageningen Economic Research 

Scenarios of MAGNET can be stored in the Datawarehouse by added functionalities in DSS. In DSS a 
tab is added where you can select from which scenario the data should be added to DW. After 
including the data, MAGNET developers can create PBI reports to release these data and clients and 
internal users can use these reports for own use. An example of such a report is presented in Figure 
8. 

 

Figure 8: Example of a Power-BI dashboard showing MAGNET results for a project 

Magnet-GRID is an additional program in which had been developed by WecR for simulating the 
spatial patterns of agricultural land use resulting from economic decisions on the use of land (Vasco 
et al, 2020). MAGNET-GRID combines scenario-based projections derived from MAGNET output with 
spatially explicit projections on the biophysical suitability for agricultural projections and shows results 
on 1-km by 10 km for primary production like wheat, cattle farming and other. 
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3. CONCEPTUAL AND TECHNICAL FRAMEWORK 
INTERFACE DEVELOPMENT 

{lead THÜNEN} 

API is the acronym for Application Programming Interface, which is a software intermediary that 
allows two applications to talk to each other. GUI, or UI, stands for Graphical User Interface, a 
software platform that presents the back-end data in a visually coherent way to users. Modelling 
systems reviewed in Chapter 1 using often the GGIG graphical user interface, which can be dynamically 
adjusted by the user, by a text-based xml definition file, and hence does not need code chances, when 
new controls and views are required. Many economic models offer visual aid and easy data access 
possibilities for their users via graphical user interfaces (GUI). Most GUIs still require the user to do 
numerous and time-consuming interactions with the software, slowing down the analysis of 
simulation results, and sometimes even hindering model users to find the relevant drivers and other 
causality chains in model results. SƻŦǘǿŀǊŜ ƻǊ ƛǘǎ ŜƭŜƳŜƴǘǎ ŘƻƴΩǘ ƴŜŜŘ ŀ ƎǊŀǇƘƛŎŀƭ ǳǎŜǊ ƛƴǘŜǊŦŀŎŜ ǘƻ 
communicate with each other. Software products exchange data and functionalities via machine-
readable interfaces ς APIs. R packages have been reviewed in Chapter 1, which are one way that the 
user interacts in a programming environment, like R, using a standardized interface, provided by a 
certain R-package, like capriR or globiomvis. A particular API which operates via the internet to 
communicate between application is the REST API (also known as RESTful API) It conforms to the 
constraints of REST architectural style and allows for interaction with RESTful web services. REST 
stands for representational state transfer and was created by computer scientist Roy Fielding. REST is 
a set of architectural constraints, not a protocol or a standard. For an API to be considered RESTful, it 
must conform to certain criteria. In Chapter 1 we have seen that the AgroDataCube, MAGNET with 
the OData webservices, but also the service to obtain sentinel data using the API Rest technologies. 
They are interesting when the data sources are huge, and the user is interested parts of the provided 
data. Such services also require a good security concept when the data is not public domain, which 
also restricts the use of Rest APIs  for highly sensitive data like FADN.  

In MIND STEP particular in WP2 an interface for data used for modelling requires to have certain 
properties:  

¶ Given the complexity of task in modelling to combine and merge different data sources, check 
for consistency, and understand the process of data generation a graphical user interface is 
too restrictive and will not offer the flexibility required for the different data modifications 
for the different models.  

¶ An API in a classical form programmed in .net, C++ or java requires IT knowledge not existing 
amongst modellers in the field of agricultural economics. 

¶ The programming language need to be more open and less restrictive, well-known, maybe 
also taught already at the university, free of charge, running cross platform and easily 
applicable by learning from internet sources. Example in that field are python and R, whereas 
R also provides the functionality to include Python. Particular the R programming language 
provides complementary data exploitation possibilities with its command line interface (CUI) 
and with many optional packages for analysing and visualizing large datasets. R can be 
executed repeatedly with a minimum effort for interaction with the software interface, each 
time simulation results have been updated. Data visualizations, statistical and econometric 
analyses based on of third-party R packages can be easily replicated and repeated in this 
manner. 

¶ The language shall in the optimal case also allow to include GAMS, which was identified in 
WP7 as the main language for agricultural IDM modelling. 
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¶ We also need to account for different groups involved in development, maintenance, and 
application of the interfaces. 

o There are developers of the interface, and which need to have a shared distribution 
system to commonly develop and extent the interface. the system shall allow that 
developers can track changes for their local environment but also push the 
developments to a central repository.   

o Another group is the user group, who will use the API in a more applicable way by 
loading the API and applying without any need of changing the function of the 
interface itself. For this it also requires a good documentation of the interface and 
the offered functionality that the user knows how to apply the interface. In an optimal 
scenario such a documentation of the interface shall be to a certain extent generated 
in an automated way and with a similar structure for all different interfaces made 
available. 

¶ Besides the documentation of the interface also a use case documentation is of importance. 
It should show how the functions can be applied by providing examples. As example for FADN 
how to apply the API to merge or convert, load, or select and filter data sets.  As most of the 
data is, however, not commonly available, interface shall provide a dummy data set to allow 
test without having the data at hand. 

¶ Even if this is to a certain extent clear but the user of the interface shall clearly understand 
under which software setup the interface was developed. 

¶ In addition, the interface shall make clear for which version of the data base it was tested and 
developed and further links shall be provided to understand the structure and the meaning 
of the data items. 

¶ It shall also include meta-data, version info, Affiliation and how to refer in scientific publication 
to gibe appropriate credentials. 

¶ It shall support Unit testing. This also requires a high modularization also import for 
maintenance. 

3.1. Proposed workflow for the interface development  

{THÜNEN, A. Gocht, X. Yang, S. Neuenfeldt} 

Given the identified requirements we identified a workflow (concept) for the mind step project that 
might fit and satisfy most of the requirements listed above. Given that most of the modelling groups 
are working on Windows operating systems we outline the workflow for Windows, but it is equally 
applicable for Mac OS and Linux.  

The core is R and R-Studio, the latter is an IDE for R which provides some nice features for interacting 
with the versioning system, viewing data and create automated documentations. The versing system 
we propose is a Git approach. The server is installed and currently operating under the THÜNEN 
domain as server as GitLab server. Available for all mind step partners. This allows to deploy the 
solution and record the history. GitLab interact with a local installation of Git. This allows for track 
changing local modification, a superior property of Git compared to SVN, where all commits target the 
server repository directly. The installation or setup of R is based on anaconda, which (in an optimal 
case) allows the package management for R (and much more) and installation without administration 
rights and provides a GUI for loading different environments. It also allows to copy and import 
environment from different sources. 

The key to the proposal is that we build up on R packages. After installing r and R-Studio the following 
steps are proposed to develop the interfaces for mindstep:  

1. Setup a new R package project for your interface 
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2. Link this to an empty GitLab project 
3. Write some super nice interface functions for your data (can be remote (suing other RESTful 

API) or local)  
4. Distribute the interface 

a. Push to the GitLab (official deliverable) 
b. Providing a documentation (will go to the annex of this Deliverable) 

5. Using R and install the library for your modelling project, e.g., filter and modify local FADN 
data and export as GDX for GAMS. 

6. Develop a user case document, will be part of Chapter 4 by each interface, using this approach. 

What makes the approach possibly interesting for a wider economic modelling public is that R 
packages can be built with limited efforts, and under limited time, and is well known by students and 
hence potential new modellers. It is distributed under the GNU license. Such R packages can be 
developed for interfacing complex databases, but as well as for dissemination, visualization, and 
complex data analysis. Also, model linkages can benefit a lot from model-specific rapid package 
development. The need for exchanging large amounts of data between different model architectures 
poses a practical challenge to modelling groups. Model-specific R packages for data exchange offer a 
common software platform. The large user-base of the R programming language in the broader 
scientific community makes such packages efficient in disseminating models and interfaces for a 
general scientific audience, increasing at the same time the transparency of modelling exercises.  

3.2. Technical Implementation 

We descript the technical implementation of step 1- step 6 and the software required for the proposal 
in the Annex 9.1-9.5. We first present the setup of the software. Then how to link R and GIT for a 
package and afterwards explain, from the view of a developer, how to setup the GITLAB repository, 
create a R package project and interlink it. Then we explain how the developer, with the intention to 
adapt or add to the package functions, can work with the package, and deploy it. In Annex 9.4. we 
present how to build a corresponding manual. At the end we ǎƘƻǿ Ƙƻǿ άuse caseǎέ and their 
documentation can be built. 
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4. DESCRIPTION OF THE DEVELOPED PROTOTYPE 
INTERAFCE VIA USE CASES 

4.1. FADNutils: Data interface to EU FADN data -Use Case 1  

{THÜNEN,  Yang; JRC, Kremmydas} 

The fadnUtils  package facilitates the efficient handling of FADN data within the R language 
framework. This means that there is a specific temporal pattern of how a user interacts with the 
package (see Figure 9). More specifically, after a request for FADN data from DG-AGRI, this data is 
delivered in csv format. The first step is to import the data into an R-friendly format using the 
fadnUtils  package. A detailed explanation of this step is given in Use Case 4.1.2.2. 

After importing the data, the user can proceed on analysing data based on his individual 
needs/targets. Use cases 4.1.2.3 and 4.1.2.4 provide details on how the package facilitates further 
data analysis. 

 

Figure 9: Temporal overview of how the user interacts with the package. 

Source: Own compilation. 

Importing the FADN csv files is done a single time and the imported r-friendly data is stored 
permanently in a data directory. Then, at any time, different researchers can use this data directory 
to spin off different types of analysis. 

Finally, fadnUtils  extensively uses the data.table  R package and thus the user is expected to 
have a basic knowledge of it.29 

4.1.1. Installation 

You can install the development version from GitLab with: 

# install fadnUtils package  
devtools::install_git("https://git - dmz.THUENEN.de/ MIND STEP/fadnutilspackages")  

 

29 For more on data.table package, see documentation in https://cran.r-project.org/web/packages/data.table/index.html and a swift 
introduction in https://www.datacamp.com/courses/data-analysis-the-data-table-way 

https://cran.r-project.org/web/packages/data.table/index.html
https://www.datacamp.com/courses/data-analysis-the-data-table-way

























































































































































